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Sampling: 

A chemical analysis uses only a small fraction of the available sample, the process of sampling 
is a very important operation. Knowing how much sample to collect and how to further 
subdivide the collected sample to obtain a laboratory sample is vital in the analytical process. 
Statistical methods are used to aid in the selection of a representative sample. The analytical 
sample must be processed in a dependable manner that maintains sample integrity without 
losing sample or introducing contaminants. 

Analytical Samples and Methods: 

Types of Samples and Methods: 

Quantitative methods are traditionally classified as  

 gravimetric methods,  
 volumetric methods,  
 and instrumental methods. 

Other methods are based on the size of the sample and the level of the constituents. 

Sample Size Techniques for handling very small samples are quite different from those for 
treating macro samples. 

 

 

 

 

 

 

Evaluating Analytical Data: When we use an analytical method, we make three separate 
evaluations of experimental error. First, before we begin the analysis, we evaluate potential 
sources of errors to ensure they will not adversely affect our results. Second, during the analysis 
we monitor our measurements to ensure that errors remain acceptable. Finally, at the end of 
the analysis we evaluate the quality of the measurements and results, and compare them to our 
original design criteria. This chapter provides an introduction to sources of error, to evaluating 
errors in analytical measurements, and to the statistical analysis of data. 

i. Characterizing Measurements and Results: One way to characterize data from 
multiple measurements/runs is to assume that the measurements are randomly scattered 
around a central value that provides the best estimate of expected, or “true” value. We 
describe the distribution of these results by reporting its central tendency and its spread. 
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ii. Characterizing Experimental Errors: Two essential questions arise from any set of 
data. First, does our measure of central tendency agree with the expected result? 
Second, why is there so much variability in the individual results? The first of these 
questions addresses the accuracy of our measurements and the second addresses the 
precision of our measurements. In this section we consider the types of experimental 
errors that affect accuracy and precision. 

iii. Propagation of Uncertainty: A propagation of uncertainty allows us to estimate the 
uncertainty in a result from the uncertainties in the measurements used to calculate the 
result. 

iv. The distribution of Measurements and Results: To compare two samples to each 
other, we need more than measures of their central tendencies and their spreads based 
on a small number of measurements. We need also to know how to predict the 
properties of the broader population from which the samples were drawn; in turn, this 
requires that we understand the distribution of samples within a population. 

 

 
v.  Statistical Analysis of Data: A confidence interval is a useful way to report the result 

of an analysis because it sets limits on the expected result. In the absence of determinate 
error, a confidence interval based on a sample’s mean indicates the range of values in 
which we expect to find the population’s mean. In this section we introduce a general 
approach to the statistical analysis of data. Specific statistical tests are presented in the 
next section. 

vi. Statistical Methods for Normal Distributions: The most common distribution for our 
results is a normal distribution. Because the area between any two limits of a normal 
distribution curve is well defined, constructing and evaluating significance tests is 
straightforward. 

vii. The International Union of Pure and Applied Chemistry (IUPAC) defines a method’s 
detection limit as the smallest concentration or absolute amount of analyte that has a 
signal significantly larger than the signal from a suitable blank. 
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Error:  

 Measurements invariably involve errors and uncertainties. 
 it is impossible to perform a chemical analysis that is totally free of errors or 

uncertainties 
  We can only hope to minimize errors and estimate their size with acceptable accuracy. 
  Errors are caused by faulty calibrations or standardizations or by random variations 

and uncertainties in results. 
  Frequent calibrations, standardizations, and analyses of known samples can sometimes 

be used to lessen all but the random errors and uncertainties.  
The term error has two slightly different meanings. 1) error refers to the difference 
between a measured value and the “true” or “known” value. 2) error often denotes the 
estimated uncertainty in a measurement or experiment. “We can only hope to minimize 
errors and estimate their size with acceptable accuracy 

Individual results from a set of measurements are seldom the same 

 Usually, the “best” estimate is considered to be the central value for the set.  
 The central value of a set should be more reliable than any of the individual results.  
 Usually, the mean or the median is used as the central value for a set of replicate 

measurements. An analysis of the variation in the data allows us to estimate the 
uncertainty associated with the central value. 
 

Absolute Errors: 
The absolute error of a measurement is a numerical difference between the measured value and 
the true value. The absolute error d is defined as the difference between the measured value (i.e., 
analytical result) x and the true or accepted value μ 

𝑑 = μ − 𝑥 
Absolute error can be positive if μ > 𝑥 and negative if μ < 𝑥. Sometimes absolute error is express 
by absolute value and the observed result. 
Relative Errors: 
The criteria of the accuracy of the result, is however, the relative error (e) which is defined as the 
ratio of the absolute error and the true value, i.e.,  

𝑒 =
𝑑

𝜇
=

𝜇 − 𝑥

𝜇
 

Relative error is commonly expressed as a percent or in part per thousand (ppt), preferably in ppt 
to avoid confusion with absolute error which is expressed in percent.  

𝑒 =
𝜇 − 𝑥

𝜇
× 100 
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Chemical analyses are affected by at least two types of errors:  
1. Systematic (or determinate) error, causes the mean of a data set to differ from the accepted 

value.  
2. Random (or indeterminate) error, causes data to be scattered more or less symmetrically around 

a mean value. 
 

Systematic or Determinate Errors 
 Systematic errors 
 have a definite value, 
 an assignable cause, and 
 are of the same magnitude for replicate measurements made in the same way.  
 They lead to bias in measurement results.  

 
There are three types of systematic errors: 

 Instrumental errors.  
 Method errors  
 Personal errors 

 
 

Instrumental Errors  
 are caused by non-ideal instrument behaviour, by faulty calibrations, or by use under 

inappropriate conditions  
 Pipets, burrets, and volumetric flasks may hold or deliver volumes slightly different from those 

indicated by their graduations.  
 Calibration eliminates most systematic errors of this type.  
 Electronic instruments can be influenced by noise, temperature, pH and are also subject to 

systematic errors.  
 Errors of these types usually are detectable and correctable. 

 
 
Method Errors: 

 The nonideal chemical or physical behavior of the reagents and reactions on which an analysis 
is based often introduce systematic method errors.  

 Such sources of nonideality include the slowness of some reactions, the incompleteness of 
others, the instability of some species, the lack of specificity of most reagents, and the possible 
occurrence of side reactions that interfere with the measurement process.  

 Errors inherent in a method are often difficult to detect and hence, these errors are usually the 
most difficult to identify and correct. 
 

Personal Errors: 
Result from the carelessness, inattention, or personal limitations of the experimenter.  
 Many measurements require personal judgments. 
 Examples include estimating the position of a pointer between two scale divisions, the color 

of a solution at the end point in a titration, or the level of a liquid with respect to a graduation 
in a pipet or burret. 
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 Judgments of this type are often subject to systematic, unidirectional errors. 
 A universal source of personal error is prejudice, or bias.  
 Number bias is another source of personal error that varies considerably from person to 

person.  
 The most frequent number bias encountered in estimating the position of a needle on a scale 

involves a preference for the digits 0 and 5.  
 Also common is a prejudice favouring small digits over large and even numbers over odd. 
  Digital and computer displays on pH meters, laboratory balances, and other electronic 

instruments eliminate number bias because no judgment is involved in taking a reading. 

 

Random or Indeterminate Errors: These are indeterminate and their occurrence does not 
obey any definite law and this cannot be avoided (systematic error can be avoided). In contrast 
to systematic error (which is unidirectional), the indeterminate error leads to both positive and 
negative error with an equal probability.  

Etotal = Esystematic + Erandom ≈ Erandom when the systematic error is negligible or absent. 

Accuracy and Precision: In an ordinary sense, these two words are often used synonymously but 
in a scientific sense, they are different.  

Accuracy describes the correctness of a result. In other words, it gives the measure of closeness 
of the result to the accepted or true value. Obviously, we can conclude: the smaller the error, the 
greater the accuracy. 

In fact, in absence of any scientific error, the accuracy is high when the precision is high.   

 
Accuracy  

 Accuracy indicates the closeness of the measurement to the true or accepted value and is 
expressed by the error.  

 Accuracy measures agreement between a result and the accepted value.  
 Accuracy is often more difficult to determine because the true value is usually unknown. An 

accepted value must be used instead.  
 Accuracy is expressed in terms of either absolute or relative error. 

 
Precision  

 Precision describes the agreement among several results obtained in the same way. Describes 
the reproducibility of measurements.  

 Precision is readily determined by simply repeating the measurement on replicate samples.  
 Precision of a set of replicate data may be expressed as standard deviation, variance, and 

coefficient of variation.  
 di, deviation from mean, is how much xi, the individual result, deviates from the mean. 

 
𝑑 = |𝑥 − �̅�| 

Accuracy vs. precision: Random errors determine the precision and it is measured by 
parameters like average derivative, range, standard deviation, variance and coefficient of 
variation.  
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If there is a constant systematic error in an analysis, the results may be precise but inaccurate. 
In such cases, the systematic error will affect each measurement or observation equally and the 
precision of the data will not be affected.  
Thus, we can say that precise values are accurate only when there is no systematic error.   
Here it is important to mention that precision of the results can be easily determined by 
comparing the replicate data but to determine the accuracy, we need the true value which may 
not be known always.  
 
 
 

 
Figure: Note that we can have very precise results (upper right) with a mean that is not accurate 
and an accurate mean (lower left) with data points that are imprecise. 
 
Methods of expressing Precision: 

The Mean and the Median 

The mean, also called the arithmetic mean or the average, is obtained by dividing the sum of 
replicate measurements by the number of measurements in the set: 

 The symbol xi means to add all of the values xi for the replicates; xi represents the 
individual values of x making up the set of N replicate measurements. 

 The median is the middle value in a set of data that has been arranged in numerical 
order. 

 The median is used advantageously when a set of data contain an outlier. An outlier is 
a result that differs significantly from others in the set.  

 For set of replicate observations, the value which occurs with the maximum frequency 
(i.e., highest frequency density) gives the modes. 

 An outlier can have a significant effect on the mean of the set but has no effect on the 
median 

�̅� =
∑ 𝑥

ே
ୀଵ

𝑁
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If we consider a series of n observations arranged in ascending order magnitude: 
x1, x2, x3,………xn-1, xn.  
the arithmetic mean (often called simple the mean) is given by: 

�̅� =
𝑥ଵ + 𝑥ଶ + 𝑥ଷ, … . . +𝑥ିଵ + 𝑥

𝑛
 

The spread of the values is measured most efficiently by the standard deviation defined by: 

𝑠 = ඨ
(𝑥ଵ − �̅�)ଶ + (𝑥ଶ − �̅�)ଶ + ⋯ . . (𝑥 − �̅�)ଶ

𝑛 − 1
 

In this equation the denominator is (n-1) rather than n when the number values is small. 
The equation max also be written as:  

𝑠 = ඨ
∑(𝑥 − �̅�)

ଶ

𝑛 − 1
 

Precision of analytical data may be expressed as. The square of the standard deviation (s2) is 
called the variance. A further measure of precision, known as the Relative Standard Deviation 
(R.S.D), is given by 
 

RSD=
௦

௫̅
 

 
This measure is often expressed as a percentage, known as the coefficient of variation (C.V.): 

𝐶. 𝑉. =
𝑠 × 100

�̅�
 

Spread or Range (R) is used to describe the precision of a set of replicate results. It is the 
difference between the largest value in the set and the smallest. 
 
 

 
 
 
 
 



8 
 

 
 
Normal Distribution (i.e., symmetrical distribution):  Mean (M) = Median (Me) = Mode (Mo) 
Positive Skew Distribution: Mean(M) > Median (Me) > Mode (Mo) 
Negative Skew Distribution: Mean(M) < Median (Me) < Mode (Mo) 

 Skewness (Sk) is measured as 𝑆𝑘 =
ெିௌ

ௌ௧ௗௗ ௩௧
=

ெିெబ

௦
=

௫̅ିெబ

௦
 

 
Characteristic of the Random or Indeterminate Errors: The values of replicate 
measurements always differ to some extent even when the measurements are done by the same 
person with great care under the identical conditions as nearly as possible. The values are found 
to be distributed within a certain range. In other words, due to the accumulated random 
errors, the values of replicate measurements fluctuate randomly around the mean value. 
With respect to the mean value, low and high results (by a certain amount) appear with an equal 
probability, i.e., both the negative and positive deviation from the mean value are 
symmetrically distributed. These symmetric deviations are due to indeterminate or random 
errors. Because of the symmetrical distribution of the replicate data, the random errors tend 
to cancel one another and the effect of random errors on the mean value is maximum. It 
may be pointed out that in contrast to the indeterminate error, the determinate error is generally 
unidirectional (i.e., either the positive or negative deviation in a particular method of analysis).  
 
The random error or indeterminate errors can not be corrected in the same way as practised for 
the determinate errors because the law of variation of indeterminate error is unknown. But it is 
possible to have the idea regarding the most probable results and its degree of reliability in 
terms of statistical treatment.  
 
Normal law of distribution of errors: A normal distribution implies that if you take a large 
enough number of measurements of the same property 
for the same sample under the same conditions subject 
only to random (indeterminate) error, the values will 
be distributed around the expected value, or mean, and 
that the frequency with which a particular result. This 
distribution is sometimes also called a Normal 
distribution. Although no data follows this ideal 
mathematical distribution, many kinds of data follow a 
distribution that is approximately Gaussian.  
The mathematical form of the Gaussian distribution is  
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where μ is the mean of the parent population, and σ is the standard deviation. PG is the 
probability of a particular value occurring. 
  If we make a measurement, we expect that the measurement will be approximately (but not 
exactly) equal to the true value. If we make a very large number of measurements, some will 
be larger and some smaller than the true value. If we took an infinite number of measurements, 
they would be distributed about the true value. A distribution defines how they will be 
distributed. 
Properties of Gaussian Curves: Gaussian curves can be described by an equation that 
contains two parameters, the population mean µ and the population standard deviation . The 
term parameter refers to quantities such as µ and  that define a population or distribution. 
Data values such as x are variables. The term statistic refers to an estimate of a parameter that 
is made from a sample of data. 

 
The equation for a normalized Gaussian curve is as follows: 
 
 
 
Statistical Treatment of Random Error: 
Gaussian Distribution: For data in which the error is truly random, the probability of 
obtaining a specified value for an individual data point (xi) is a function of the population mean 
(µ), and the standard deviation of the analytical method being employed (σ). Equation shows 
a normal probability distribution function. It presents the symmetrical distribution of data for 
replicate measurements around the mean value of an infinite set of data.  
It is noted that the corresponding curve for a smaller number of observations is called 
Frequency Polygon which is generally irregular in shape. However, the bell-shaped regular 
normal curve for an infinite set of data may be well correlated with a mathematical function as 
follows. 
𝑌 = 𝐴 𝑒𝑥𝑝⌈−ℎଶ(𝑥 − 𝜇)ଶ⌉       
where x is the value of a particular data point, 
σ is the standard deviation, µ is the mean of 
the population and Y is the probability of 
obtaining a particular value of “x” 
    
Y= frequency of occurrence of a deviation 
from the population mean 𝜇. 
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𝑥 − 𝜇 = 𝑑𝑒𝑣𝑖𝑎𝑡𝑖𝑜𝑛 𝑜𝑓 𝑎𝑛 𝑖𝑛𝑑𝑖𝑣𝑖𝑑𝑢𝑎𝑙 𝑣𝑎𝑙𝑢𝑒 𝑓𝑟𝑜𝑚 𝑡ℎ𝑒 𝑝𝑜𝑝𝑢𝑙𝑎𝑡𝑖𝑜𝑛 𝑚𝑒𝑎𝑛 𝜇.  
 
 

 
 
 
 
Normal probability function or Gausssian Distribution function is expressed as  

𝑌 =
1

𝜎√2𝜋
𝑒𝑥𝑝 ቈ−

(𝑥 − 𝜇)ଶ

2𝜎ଶ
 

The above equation is referred to as a normal probability function (npf) or a Gaussian 
distribution or colloquially as “a bell curve”. 
 
Now, the absolute derivation of the individual values of x from the population mean 𝜇 is given 
by (𝑥 − 𝜇) and it may be measured by the unit of single of variable Z defined by: 

𝑍 =
𝑥 − 𝜇

𝜎
     𝑖. 𝑒. , 𝑑𝑍 =

𝑑𝑥

𝜎
                     𝑑𝑥 = 𝜎𝑑𝑍 

𝑃𝑢𝑡𝑡𝑖𝑛𝑔,      𝑑𝑍 =
𝑑𝑥

𝜎
;    𝑌𝑑𝑥 =

1

𝜎√2𝜋
𝑒𝑥𝑝 ቈ−

(𝑥 − 𝜇)ଶ

2𝜎ଶ
 𝑑𝑥 

                                        =
1

√2𝜋
𝑒𝑥𝑝 ቈ−

𝑍ଶ

2
 𝑑𝑍 

Now the area under the curve between any two values of (𝑥 − 𝜇) gives the probability of the 
measure of the fraction of total population of observation having the values between the limits.  

𝐴𝑟𝑒𝑎 = න 𝑌𝑑𝑥
ା௫

ି௫

= න
𝑒𝑥𝑝 ቂ−

1
2

(
𝑥 − 𝜇

𝜎
)ଶቃ

𝜎√2𝜋
𝑑𝑥 = 1

ା௫

ି௫

 

For ±σ,                              ∫ 𝑌𝑑𝑥
ାఙ

ିఙ
= ∫

ଵ

√ଶగ
𝑒𝑥𝑝 − ቂ

మ

ଶ
ቃ 𝑑𝑍

ାఙ

ିఙ
  of  

 

Therefore, x=μ±2σ            𝐴𝑟𝑒𝑎 =
ଵ

√ଶగ
∫ 𝑒𝑥𝑝 − ቂ

మ

ଶ
ቃ 𝑑𝑍 = 0.954

ାଶ

ିଶ
 

 

x=μ±3σ            𝐴𝑟𝑒𝑎 =
ଵ

√ଶగ
∫ 𝑒𝑥𝑝 − ቂ

మ

ଶ
ቃ 𝑑𝑍 = 0.997

ାଷ

ିଷ
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This indicates that ~68.3% of the total area under the curve is enclosed in the range Z=-1 to 
Z=+1; i.e., limits of μ±1σ     or, -σ to +σ around the population mean. It signifies ~2/3 of the 
observations for an infinite number of data will lie within the limits μ±1σ. 
 
Significance of s (Root Mean Square Deviation): It gives the measure of precision. The 
smaller value of s indicates that the observed values are clustered closely to �̅�  i.e., the higher 
precision is reflected. In other words, the magnitude of random error is small for the small 
values of s.  
Significance of σ (Standard Deviation): It is determined by the magnitude of random errors. 
The smaller value of σ indicates the higher precision of the results. The analytical results may 
be shown as: �̅� ± 𝜎 which indicates the probability (p) of an observation to lie in the range �̅� −

𝜎 𝑡𝑜 �̅� + 𝜎  is 0.683 (68.3%). In other words, the range �̅� ± 𝜎 covers the 68.3% zone of the 
total observations. Similarly, significance of other representations of the analytical results can 
be understood. These are: 

�̅� ± 0.67𝜎     𝑝 = 0.50 𝑖. 𝑒. , 50% 𝑧𝑜𝑛𝑒 
�̅� ± 1𝜎           𝑝 = 0.683 𝑖. 𝑒. , 68.3% 𝑧𝑜𝑛𝑒 
�̅� ± 2𝜎          𝑝 = 0.955 𝑖. 𝑒. , 95.5% 𝑧𝑜𝑛𝑒 
�̅� ± 3𝜎          𝑝 = 0.997 𝑖. 𝑒. , 99.7% 𝑧𝑜𝑛𝑒 

 
The normal error curve can give another interpretation of random errors in terms of σ (standard 
deviation). We can say: for a single measurement, the probability of random errors associated 
with it lie within the range ±1𝜎 𝑖𝑠 0.683 (𝑖. 𝑒. , 68.3%); similarly for the random errors within 
the range ±2𝜎 𝑎𝑛𝑑 ± 3𝜎 associated with a single measurement, the corresponding 
probabilities are 0.955 (i.e., 95.5%) and 0.997 (i.e., 99.7%) respectively.  
Thus, the standard deviation (σ) is a useful parameter to measure the random error (i.e., 
precision) involved in the analytical method.  
 
Confidence Limits: Earlier we learned how to calculate a standard error. Another common 
statistical tool for reporting the uncertainty (precision) of a measurement is the confidence limit 
(CL). For example, we might report the percent alcohol in a solution as 13% with a 95% CL 
of ±2%, where the ±2% represents the CL. 
Unless otherwise stated, the reported CL is at the 95% CL and represents the range in which 
we are 95% certain the “true” answer lies. The reason the 95% CL is the accepted norm is 
because 95.4% of all data points in a normal distribution is encompassed by a range of 
approximately ±2σ. It is reported at 95% instead of 95.4% for purposes of simplicity. However, 
as you will soon see, it is possible to calculate CL values other than the 95% CL. 
We define CL using σ. Recall that σ is the standard deviation of the entire population. When 
we do not know σ we use “s” instead and a fudge factor, which we will describe shortly. If we 
know the standard deviation for the entire population, then the 95% CL10 is simply 95% CL = 
±2σ and we would report the mean as µ ±2σ. 

Assuming �̅� ≈ 𝜇 for 
normal error curve 
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However, we seldom know the mean or the standard deviation of an entire population. All 
chemical analyses deal with a sampled population. The CL 
for a sample is given in Equation 

𝑪𝒐𝒏𝒇𝒊𝒅𝒆𝒏𝒄𝒆 𝒍𝒊𝒎𝒊𝒕 = ±𝒕
𝑺

√𝒏
 

and we would report the average as 
were �̅� is the mean of the sample, “s” is the standard deviation 
of the sample, N is the number of data points in the sample 
and “t” is a “fudge factor” taken from Table.  
 
Analysing Data Set: Testing for significance & criteria for rejection of an observation:     
T-Test: When a particular sample is analysed using two different methods, the mean values 
obtained may be differ. To view whether, the difference between the mean values significant 
or not, T-test is a useful one to tell whether the mean values differ significantly or not. It also 
points out the correctness of the principle of the null hypothesis with a certain confidence level 
(95%/99%). 

𝑇 =
|௫̅భି௫̅మ|

ௌ
ට

భమ

భାమ
       

The calculated T value can be compared with the critical T-value for a degree of freedom n1+n2-
2 at the desired confidence level. If the calculated T-value is smaller than the critical T-value 
at the desired confidence level, then the null hypothesis is substantiated & there is no significant 
difference between the mean values of the two sets of data at the desired confidence level.   

Relevance and Use of t-Test Formula: It is imperative for a statistician to understand the 
concept of t-test as it holds significant importance while drawing conclusive evidence about 
whether or not two data sets have statistics that are not very different. This test is run to check 
the validity of a null hypothesis based on the critical value at a given confidence interval and 
degree of freedom. However, please note that the student’s t-test is applicable for data set with 
a sample size of less than 30. 

   
 
F-Test:   This statistical approach points out whether there is any significant difference 
between S1 & S2 which are the sample standard deviation (S.D) of two sets of data.  

𝐹 =
𝑆ଵ

ଶ

𝑆ଶ
ଶ   (𝑆ଵ > 𝑆ଶ 𝑡𝑜 𝑚𝑎𝑘𝑒 𝐹 > 1) 

If calculated 𝐹 > 𝐹௧  𝑜𝑟, 𝐹௧௨௧ௗ   at the desired confidence level 𝑆ଵ& 𝑆ଶ  differ 
significantly.  
 

𝑖𝑓 𝐹 < 𝐹௧௨௧ௗ   𝑆ଵ, 𝑆ଶ 𝑑𝑜 𝑛𝑜𝑡 𝑑𝑖𝑓𝑓𝑒𝑟 𝑠𝑖𝑔𝑛𝑖𝑓𝑖𝑐𝑎𝑛𝑡𝑙𝑦  
 
 
Q-Test: This statistical approach is used to reject an outlier known as rejection quotient.  
The Q parameter is calculated as follows: 

𝑄௦ 𝑜𝑟 𝑄 =
|𝑥 − �̅�|

𝑅
=

|𝑥௦ − 𝑥|

𝑥௫ − 𝑥
       

𝑤ℎ𝑒𝑟𝑒 𝑋𝑠 = 𝑠𝑢𝑠𝑝𝑒𝑐𝑡𝑒𝑑 𝑟𝑒𝑠𝑢𝑙𝑡𝑠 𝑎𝑛𝑑 𝑋𝑛 = 𝑛𝑒𝑎𝑟𝑒𝑠𝑡 𝑛𝑒𝑖𝑔ℎ𝑏𝑜𝑢𝑟𝑠 𝑋𝑠,   𝑅 = 𝑅𝑎𝑛𝑔𝑒 
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The calculated value of Q is to be compared with the critical value of Q at a desired confidence 
level.  
If 𝑄 > 𝑄௧ , then the suspected results is to be rejected at that certain CL. 
 
Ex1:  A sample of soda ash (Na2CO3) was analysed and the % of Na2CO3 was found for 
measurements: 40.55, 40.58, 40.50, 40.62, 40.70.  40.70 is the suspected value. (For n=5, 
𝑄௧ =0.64 at 90% CL, 𝑄௧ = 0.71 𝑎𝑡 95% 𝐶𝐿. 
 

�̅� 𝑓𝑜𝑟 𝑡ℎ𝑒 𝑓𝑜𝑢𝑟 𝑚𝑒𝑎𝑠𝑢𝑟𝑒𝑚𝑒𝑛𝑡𝑠 = 40.56% 
Deviation of suspected results from the mean, 𝑑 = |40.56 − 40.70|%=0.14% 

∴  𝑄 =
40.70 − 40.62

40.70 − 40.50
=

0.08

0.20
= 0.4 

∴ 𝑄 = 0.4 < 𝑄௧ =
0.64

0.71
𝑎𝑡 90%/95% 𝐶𝐿 

 
So, the suspected results is not to be rejected at 90% & 95% 𝐶𝐿 
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Comparing mean 

 

 

  

 

 

 

 

 

 

 

 

 



17 
 

 

 

 

 

 

 

 

 

 

  

 

 

 

 

 

 

 

 

 

 

 

  

 

 

 

 



18 
 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 



19 
 

 

 

 

 

 

  


